
Ergodic Theory and Measured Group Theory
Lecture 19

We will focus on part (b) of the last remark
,
but before doing

so
,
let's explore the possibility of a weaker class ifiabilibaf TEAM

up
to ~ than concrete danifi ability .

Def
. let E

,
F be eq. nets on st . Borel spares ✗ I Y

, resp
.

We call a function it :X → Y a reduction from É

to F if H ×
, ,xzE✗, × , Exz <=) IT /✗ 1) FIT /✗2) . We

say tht E is Borel reducible to F
,
denoted E -43 F

,

if -1 a Bowl reduction from E to F
.

A good next Laffer =) candidate Gr F is isomorphism between

ctbl structures
,
e. y . graphs , groups, rings . We can encode

such structures ( in a fixed first -order language) into a Polish

space .
For example ,

for Abl graphs, we can assume their

vertex set is IN
,
then the edge set would be a subset

of 1N
"

,
i. e. an element of PUNY -524N? Thus ay

etbly infinite graph is an element at 2. "N" luupact Polish.
It's a theorem tht the ey.net . d- isomorphism of graphs



is an analytic sit but it isn't Borel . This good for

reducing ~ on Anton) to this isoa.net
.
heme if

EEBF I F is Borel
,
then so is E ( as before with =

,

E is a Borel painage
of f) .

Def . We
say that an eg. rel . E on a st. Boel ✗ is

classifiable by ctbl structures if 7 first - order"%-gauge
I sat

.
E is Borel reducible to the bow . of d-structures

.

( For groups , I := 11 ,
•

,
151)

,
fer graphs , L :-( El .)

Theorem ( Foreman -Weiss) . The conjugacy rel . ~ on Antler) is
not classifiable by dbl structures

.

Proof
. Hjorth's turbulence theory . . .

Entropy
Nevertheless

,
we will define a Borel function Tt> HIT) : Autun) -10,4

that is a v - i. variant lie . its constant on eah conjugacy dad,
and hope tht maybe on sone subset of Ant /M) it's a

reduction
, i. e. T -

S (⇒ HIT) = hls)
. This function is entropy.

static entropy lwikouf a transformation) was defined at

developed by Shannon in the 40 's and 501
, creating ifor-



motion theory . The notion of dynamical eutropg was developed
by Kolmogorov in 1958

,
who developed it to prove tht

the Bernoulli shirts 17,4-2,11>4 I (3914,1-3,1-34)
are hot measure - isomorphic .

To define it for a fixed Tt AHH
,
we first need a

motivation from the 20 - questions game .
In this

game ,
we have a set ✗ of objects . Player 1 chooses ✗ C- ✗

,

✗
+ -

- -
al Player 2 tries to guess ✗ by asking

• ✗ 20 yes
/no questions . These 20 question

+ + - + partition ✗ i.to 22° pieces at the answer,

determine a single piece. If that piece has > 1 elements
,

Player 2 is not guaranteed he win
.

To maximize the chance

of winning the best partition into 2
"

pieces would be

the one with pieces having roughly the same size
.

For a randomly chosen ✗
,
if you

learn tht ✗ is is

a piece of size S
,
then the information you gain should

be inversely proportional to S
,
so proportional to tg .

let IX.H be a it
. prob . space .

For a meas . subset A :X
,



0 if MA)-0.

we define infant as hey :-(af . The choice of bog is

because of the following example : let (Y
,
u) be a sf

. prob

space ,
BEY

,
I consider inform / A ✗ B)

.
The info function

is supposed to measure the information gained after learning
that

a ranched
,

chosen point is in Kt sit
.

Since

inters fer A I for B should add up
to info (A- ✗B)

,

we put the log , so info 1A ✗B) = hey 'qµ.tµz= hytyp-hg.kz,
= info (A) + into (B) .
let's now define the information function ip for a given ctbl

portion D= 1Pa} new of ✗ into measurable pieces Pui

ip :X → 10
, a)

, ip = ¥
,µ
Ipn - info 1Pa)

.

The Utah'd entropy of the partition P
boy hogtied hytp, is HIP) := E- lip) =/ ipd9=

✗

P
,

P
,

P
, = -2min) - into 1Pa)= -20112) logMPD.

nep NEP

To motivate the def
.
of entropy for a action of 2

on 14M
,
i. e. for Tt Antti)

,
let's modify the 20 - Kesh:c

game to involve dynamics .



let T :X ñX
. Player 2 fixes a finite set of Koshien

in advance
,
but they're allowed to ask all these questions

every day , where think of T as a passage of a unit d- the

[
soy a day) ,

so today tomorrow
a

→
.

-11T¥ I ix ix.
. .

I ✗ EX is what Player 1 has in mind . let's give
examples where Player 2 has a winning strategy, ire .

there is partition P of X sit
.

no matter what ✗ TX

Player 1 chooses
,

this ✗ is uniquely determined by
its itinerary f. YI , TI , ✗ ,

Tx
,
Tx

,
-
.
. ) .

Examples . (a) let ✗ :=lR+ at Tx ) : -- 2x
.
I claim tht

there is 1 question lie . partition inte 2)
sit

. ashiy tht festive about

-
-

. ¥ Ex ✗ 2x {✗ 2¥ . . .

determines ✗ naively .
tonsils the binary rep. of reals . T just shifts
it to the left at T

"

to the right .
' 101111111° .II

I

question : is this digit 1 ?



(b) What about ✗ : -- IR al 1- 6) = ✗ +1 ?

This is ison . to (a) by the nap ✗ ts 2?
So the pull - back of the viaciy question is KI

would win here
.

Def, For a Borel action of a dbl group
T on a st. Roel

spare
X
,

a Borel partition F.=/ Push GIN } is

called generating if Player 2 wins the sane
with

this partition ,
i. e. the function : Witt action

✗ to / the intex ns.t
. V.✗ C- Pu)gep :X → IN

is injective .
p.m.µgµ.

We refer to this map as

the itinerary nap for P.
✗

srz Note tht this map is eguivoiut
.Pio P

, Pz

DST
proves tht this is equivalent to saying tht

U V. D= for . P : Jet
,
PEP} generates the whole

X-P Borel G. algebra of X
,
he -u the name

.


